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OVERVIEW
• Connection-based cognitive computing model

imitating neocortex
• Captures probabilistic distribution and correlations

between features at the symbolic level as
knowledge base

• Collection of symbols is divided into categories
known as lexicons

• Symbols within a lexicon inhibit each other, at
the same time excite symbols of different lexicons
(belief propagation)

• Support parallel implementation and real-time
inference

Example of lexicons, symbols and knowledge links

Algorithm flow for probabilistic inference

APPLICATIONS
Document text recognition

Sentence completion

Offline Handwriting Recognition

Anomaly detection in wide area surveillance

Network intrusion detection

APPLICATIONS
Malicious program detection

Virtual Machine resource usage prediction

IMPLEMENTATIONS
Intelligent Text Recognition System (ITRS)

1. Pattern recognition recognizes text images with its
best effort.

2. The word level confabulation provides all possible
words that can be formed based on the recognized
characters.

3. The sentence level confabulation finds the
combination among those words that gives the
most meaningful sentence.

Parallel Implementation for sentence confabulation

1. By introducing randomness from the race
conditions in parallel processing, runtime is
reduced and accuracy is improved

2. Further improvement is achieved by scheduling
the lexicon processing intermittently

3. Reduced 93.4% computation time and 5%
improvement in recall accuracy

Merge temporally repeated symbols to form
recurrent network for sequence detection and recall

IMPLEMENTATIONS
Autonomous Anomaly Reasoning and Detection
(AnRAD) Framework

Self-structured network for AnRAD

1. Push the complexity from network architectures to
the initial structuring stage and feature space

2. Simple network pipeline for online training and
high concurrency

3. Combination Pooling:select relevant feature
composition

4. Node Reduction:construct representative lexicons
in feature space

5. Link Selection:connect correlated lexicons together
6. Network size reduction by 99%

GPU acceleration for Probabilistic Inference

1. Dynamic workload mapping from lexicons to
CUDA blocks

2. Fine-grained parallelism that maps each
knowledge link to a CUDA thread

3. 1000X speedup to CPU version

NEUROMORPHIC IMPLEMENTATION
Computation Model of Spiking Neural Network
(SNN)

Design Environment for SNN

Mapping to TrueNorth Neurosynaptic Processor

3D visualization of Examples of Spiking Neuron
Networks

NEUROMORPHIC IMPLEMENTATION
An example of TruNorth crossbar assignment
and connectivity for one lexicon in sentence
confabulation

Sentence Confabulation Testbench

• Input:multiple words from fuzzy image
recognition

• Goal:grammatically and semantically correct
sentence

• Accuracy: 88% Power: 0.205 mW (at 0.8V)
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